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Abstract. In this paper, we investigate predicting students at risk of
dropping out using academic data from an online study program offered
at two different universities. In this program, most students work full-
time and thus study part-time. We use the algorithms decision tree and
logistic regression, which have given good results in other works and are
interpretable. The decision trees or the coefficients produced by logis-
tic regression can be shared with stakeholders to identify courses that
impact dropout the most and that could be considered for additional sup-
port. Our results are comparable to the results that others have obtained
when considering face-to-face study programs. We propose a preliminary
approach to identify courses that impact the prediction the most. Our
results also show that merging the data from the two universities is not
helpful for the prediction. This might be due to differences in the regu-
lations that impact how students study.

Keywords: Predicting Dropout · Online Study Program · Explainable
Models · Decision Tree · Logistic Regression.

1 Introduction

Due to the high rates of students dropping out of their studies in higher educa-
tion, predicting whether students will drop out has been intensively researched,
see [2,4,5,17,27] for a few examples. In Germany for instance, 28% of the stu-
dents dropped out of their bachelor study program in 2020 [13]. When predicting
whether students will drop out of a degree program, till now, the research has
focused on classical so-called face-to-face study programs, as do the works men-
tioned above. This could be because these classical degree programs are the most
common. In Germany for example, only 4.9% of the degree programs in higher
education in 2024 are distance learning programs, including the online degree
program considered in this work [14]. We investigate predicting dropout in an on-
line degree program called “Computer Science and Media” (CM) in which most
of the students work full-time and, thus, study part-time. This program was
introduced in 2001. Our work can be seen as a replication study using known
algorithms to predict dropout with different data, data from an online study
program instead of a face-to-face one as commonly addressed in the literature.
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Note that we predict whether students will drop out of an online study program
and not of a (massive open) online course.

This six-semester undergraduate online degree program is offered in a net-
work of German public universities of applied sciences. Casual surveys show that
many of the students enrolled in this online degree work full-time or have small
children or relatives they take care of (note that universities do not store data
on this aspect). Being online, this degree gives students great flexibility as they
can study from their place at their own pace. Most students enrolled in this
degree would not be able to attend a classical degree program with face-to-face
teaching and a fixed schedule. As we will see later in Section 3, the number
of students dropping out of their studies is higher than in classical face-to-face
study programs, where dropping out means abandoning the program before get-
ting the degree. In our context, dropping out does not necessarily mean failure,
see [28]. For example, some students can get a better job thanks to the skills
and knowledge they have acquired after studying a few courses and, thus, quit
the program before obtaining the degree.

When enrolling in this program, students choose one university of the net-
work. The syllabus, the credits, and the standard course material available in
the learning management system (LMS) are the same for all universities offer-
ing this online degree. The standard course material contains reading material,
videos, animations, quizzes, worked-out exercises as well as tests; the number of
these elements may vary, depending on the courses. Each university appoints its
teaching staff; except for a few optional courses, the teaching staff is not shared
among the universities. Like in face-to-face teaching, teachers can conduct their
online courses in their own way. For example, they can encourage the usage of
the forum, or not, or, in addition to - or even instead of - the standard mate-
rial of the course provided by the network, they are free to use any teaching
material they like as long as they follow the syllabus. Teachers offer weekly or
bi-monthly synchronous online meetings, as well as two to four in-class meetings
in a semester. Depending on the courses, these meetings can be mandatory or
optional. Regulations may vary among the universities. For example, some uni-
versities require the students to register for the exam in a course shortly before
the end of the semester, while others do not: any student enrolled in the course
is allowed to take the exam. As another example, some universities have an up-
per limit on the number of times students may enroll in the same course, while
others do not.

The degree program considered in this work has six semesters if students
study full-time. However, students are free to study at their own pace. Because
of other obligations, students usually study part-time as will be substantiated
in Section 3. This means that many of them do not enroll in six courses each
semester - as scheduled in the study handbook - but less. Further, the pro-
gram has a limited number of seats, resulting in a smaller number of students
than considered in other works, see [2,4,5,6,17,27], which also predict students’
dropout. Compared to those works, our dataset is small. Thus, this research is
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also a contribution to which extent machine learning approaches help predict
dropout in the case of small data sets.

We are interested in predicting students’ dropout using interpretable machine
learning algorithms, interpretable in the sense of Miller p.14 “the degree to which
an observer can understand the cause of a decision” [18]. Indeed, this research
is part of a bigger project involving different stakeholders who must understand
the results. Therefore, we use primarily the algorithms decision tree and logistic
regression, see [19], to make the prediction. These algorithms have given good
results in other works [9,27].

In our work, we do not build a new dataset and do not collect data directly
from the students. Instead, we use the data that any university in Germany must
store about its students according to German law. We thus reproduce the data
acquisition approach of other works, like [2,4,5,6,17,27] to predict dropout. Us-
ing this readily available data makes our work much more easily repeatable over
the years and more easily reproducible for others. In Germany, compared to uni-
versities in the USA, universities store limited demographic data. For example,
according to the law, German universities must not store information related to
ethnicity, the obtention of a grant, the economic situation of the parents or the
students, or whether students work besides their studies. Likewise, we have no
information about the motivation of the students, which is an important factor
influencing dropout, see [24,12].

Even when utilizing only the data that universities must store about their
students, different kinds of student data can be used to predict dropout. The
work of Berens et al. done in a German context shows that academic data are far
more important than demographic data in predicting dropout [4]. Therefore, in
this research, we explore predicting dropout using only the academic data stored
by the university which essentially is the courses students enroll in each semester
and the marks they get in the exams. The reasons for this choice are the work
of Berens et al. [4] mentioned above, the good results obtained by others like
Manrique et al. [17] who use also only academic data, and a responsible han-
dling of data protection for students: less data make inferences about individual
students less likely.

As argued by Manrique et al., different kinds of features can be calculated
from the academic data [17]. In this work, we choose to use what Manrique et
al. call “a local feature set”, which means that we use only the courses students
enroll in and their grades. We do not calculate global features such as the number
of failed courses, the average mark, and so on. The reason we do so is that we
would like to see whether specific courses are important to predict dropout.
This knowledge could be useful to develop guidelines or interventions that might
prevent dropout. This information will be conveyed to several stakeholders, like
the heads of the program to possibly reflect on the structure of the syllabus,
to the teachers, and the pedagogical team for considering additional help, like
dashboards for teachers to follow their students better or dashboards for students
to support them in their learning and self-regulation process.
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We have obtained the academic data from two universities of the network.
This research complies with the data protection and security regulations of our
university and with GDPR (General Data Protection Regulation of the European
Union).

Our research questions are:
RQ1: What is the performance of the classifiers ‘decision tree’ and ‘logistic

regression’ when predicting whether students are at risk of dropping out of the
online degree? Which courses are important for the prediction?

RQ2: Does predicting dropout for each university separately give a better
performance than merging the two academic datasets?

2 Related Work

Researchers have used diverse data sources to solve the task of predicting dropouts:
pre-entry data like the grade of entrance degree, demographic data like gender or
age, and academic performance data like course grades and course enrollments.
Manrique et al. [17] have achieved good scores using academic performance data
only. Aulck et al. [2], Berens et al. [4], and Cai and Fleichhacker [5] have shown
that adding demographic data to the academic data hardly improved the results.
Such results were confirmed in the study of Cohausz et al. [8]. Further, Baker
et al. [3] and Cohausz et al. [8] argued against using demographic variables as
predictors. Taking these works into account, and because of data protection, we
have considered only data related to the academic performance of students to
build predictors in this work.

Various students’ representations can be calculated from academic perfor-
mance data to predict whether students will drop out. In the work of Manrique
et al. [17], three student representations were distinguished, which the authors
referred to as global features, local features, and time series. The local feature set
contains only courses and their grades, which are directly part of the academic
data. The global feature set contains features calculated from the academic data
such as average grade or the number of failed courses; the generation of this set
requires a feature engineering step. Dekker et al. [9] and Kemper et al. [16] have
used a mix of local and global academic performance features while the research
by Aulck et al. [2] and Berens et al. [4] has been limited to global features. An
advantage of models based on global features is that they can be trained for
multiple study programs together; however, Manrique et al. have reported that
all their models trained with the local feature sets had a better performance
than the other models [17]. In contrast, Wagner et al. [27] did not obtain better
results with the models trained with a local feature set but the models trained
with the global feature sets did not predict at-risk students across three degree
programs equally well. Manrique et al. stress that using time series results in
more complex models [17]. In this work, we considered only the approach with
local feature sets as we sought to identify which courses impact the prediction
the most.
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As already mentioned, we used the algorithms decision tree and logistic re-
gression because they are explainable and the visual representation of a tree or
of a list of coefficients is understood by stakeholders like heads of study pro-
grams. These algorithms have been used and have given good results in other
works [9,16,27]. Related work has taken different approaches to improve their
models by preprocessing the training data. Kemper et al., [16], for example,
have removed unpopular exams with fewer than 15 scores each for dropouts and
graduates. Manrique et al. in contrast, have included only mandatory courses
based on the assumption of at least 20 enrollments per semester [17]. In both
cases, the same approach has been used for all programs and semesters. Wagner
et al. developed a program-specific approach to find the courses that might be
critical for predicting dropout [27]. Because we predict dropout at the end of the
1st, 2nd, and 3rd semesters, we have used all courses of the 1st, 2nd, and 3rd
semesters, which are all mandatory courses. As already mentioned, because most
of our students study part-time, they do not enroll in all the courses planned in
a semester, resulting in many missing values. Our dataset is imbalanced, as more
students are dropping out of the study program than graduating. Kemper et al.
and Manrique et al. [16,17] have used SMOTE to balance the ratio using syn-
thetically generated data sets because dropouts and graduates were not equally
distributed in the data. Aulck et al. in contrast, have intentionally trained the
models using data "in its original, unaltered form" [2], p.5. We follow the ap-
proach of Aulck et al. [2] and Cai and Fleichhacker [5] and use the original data
as it is, as we want the decision trees and the coefficients to reflect reality.

Regarding the evaluation of the models, we have followed the approach of
[27] and considered balanced accuracy as our key metric. Balanced accuracy is
the mean of the true positive rate and the true negative rate and gives equal
attention to the correct prediction of dropouts and graduates. The main reason
is that our data is very imbalanced.

One aim of predicting whether students are at risk of dropping out is to de-
velop some kind of early warning system like in [4,6,17,21]. Schneider et al. report
on contacting per email students who were predicted at risk of dropping out with
a probability of more than 50% and inviting them for personal counseling [21].
This had almost no consequence because students did not follow the invitation,
except for a handful of them. They could not detect any effect on the subsequent
behaviors of students except in engineering study programs: students having re-
ceived such an email tended to drop out earlier and more. A similar observation
has been reported by Jayaprakash et al. [15] in courses where the early warning
system signals [1] had been implemented: on one hand, the performance of stu-
dents who completed the course improved, on the other hand, students dropped
out of the course more, which had not been intended. It is not clear whether
students wish to receive any kind of early warning as reported in [25] or [20].
Wagner et al. use dropout prediction to evaluate a course recommender system
intended to support students at risk of dropping out while enrolling for courses
at the beginning of the semester [26]. In this research, we aim to show different
stakeholders which courses impact the decision of the models the most so that
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Table 1. Number of students at the end of their 1st (S1) 2nd (S2) or 3rd (S3) semester
of studies who finally graduated (G) or dropped out (D) in the universities B and T.

B T

S1 S2 S3 S1 S2 S3
G 28 27 26 54 54 54
D 233 156 114 423 256 168
Sum 261 183 140 477 310 222

they might develop interventions, for example, changes in the curriculum, in the
course material, in the onboarding event at the beginning of the 1st semester, or
the use of a dashboard that could reduce the number of students dropping out.

We contribute to the field of responsible knowledge discovery in education:
– by considering an online study program offered in two universities in which

most of the students study part-time. Most of the related works consider classical
face-to-face study programs.

– by comparing the performance of the models built with data from each uni-
versity with the performance of the model built with a merged dataset including
data from both universities. Most of the related works like the ones cited in this
paper consider study programs from a single institution.

– by proposing a novel though still preliminary approach to summarize the
explanations of the different models transparently and understandably for stake-
holders.

3 Data and Methodology

We introduce the data used in this study and we describe the methodology used
to predict dropout and evaluate the performance of the prediction.

3.1 Data

We collected and anonymized data from two universities of the network, B and
T. Even though the six-semester undergraduate program “Computer Science
and Media” was established in 2001, we ignored in this study data stored before
the winter semester of 2014 because of major course changes in the curriculum.
We obtained from T data till the winter semester of 2022 and from B data till
the summer semester of 2023 of students who started their studies and either
graduated or dropped out of the program in this time interval.

We used the enrollment and exam results of the students. The grading scale
is [1.0, 1.3, 1.7, 2.0, 2.3, 2.7, 3.0, 3.3, 3.7, 4.0, 5.0], where the best grade is 1.0, the
worst is 4.0, and 5.0 means failing. Data exploration shows that marks are not
distributed the same way in both universities: while the five most given marks
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Table 2. Vectorial representation of a student at the end of Semester 1.

M01_1_N M02_1_N M03_1_N M04_1_N M05_1_N M06_1_N

5.0 2.3 3.3 5.1 5.0 5.1

in courses from semesters 1 to 3 are 1.3, 1.7, 1.0, 2.0, and 5.0 in this order at
T, they are in the order 1.0, 1.3, 1.7, 2.0 and 5.0 at B. Data exploration shows
also that the time to graduate and the time to drop out varies between the
two universities: 50% of the students need nine semesters or less to graduate
at T, while they need 10 semesters or less at B; 50% of the students spend
three semesters or less in the study program before they drop out at T while
they spend five semesters or less at B. In both universities, as already written,
most students study part-time: 50% of the students take four exams or less per
semester.

Table 1 shows the number of students in our datasets at the end of the 1st,
2nd, and 3rd semesters in the two universities B and T according to their status
“graduate (G)” or “dropout (D)”. For example, there are 183 students at the end
of semester 2 at B, 156 of whom dropped out, see rows Sum and D1.

Row Sum of Table 1 shows that there are more students at T than at B.
Table 1 shows also that data is imbalanced: only about 15% (27/183) of the
students who are in their 2nd semester of studies have finally graduated (G) at
B and 19% at T. Data is less imbalanced at T than at B, less imbalanced in
semester 3 (S3) than in semester 2 (S2) than in semester 1 (S1).

3.2 Methodology

We predicted dropout or graduation after the 1st, 2nd, and 3rd semesters. Data
exploration has shown that the bulk of the students drop out during their first
three semesters. We conducted predictions considering students from each uni-
versity separately (RQ1), and then merging the students from the two universi-
ties into one dataset (RQ2). This is possible because the study programs have
the same courses and have the same handbooks.

Feature Set. As already written above, we used a set of courses as features to
represent students. Our data exploration has shown that, though students must
not follow the plan of the study handbook, most of them do so in their first
semester of study. Further, as most of the students study part-time, few of them

1 The discrepancy in the number of graduates at University B is attributed to incon-
sistencies found in the initial unprocessed data. We have the information about the
graduation status for all the students, but not the corresponding grades for all the
semesters of their degree courses. This is why we lost one student in the 2nd and
3rd semesters.
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Table 3. Additional features to predict dropout at the end of the 2nd semester.

M01_2_N M02_2_N M03_2_N ... M11_2_N M12_2_N

1.7 2.3 3.3 ... 5.1 1.7

enroll in all courses of a semester as planned in the handbook. This means that
each course has missing values. Missing values were imputed with 5.1, close but
different from 5.0 (fail); since all courses of the 1st, 2nd, and 3rd semesters are
mandatory, a student must pass them all sooner or later to graduate, this was
the reason to choose a value close to 5.0 (fail) as missing value; choosing a higher
value than 5.1, like 6.0, could act as a penalty, what should not be done as many
students study part-time, see Section 3.1. Such a representation is shown in Table
2. M01, M02, . . . till M06 are the codes of the six mandatory modules of the 1st
semester as described in the study handbook. The student represented in Table
2 failed M01 and M05 (M01_1_N and M05_1_N are 5.0), passed modules
M02 and M03 with the mark 2.3 and 3.3 respectively, and did not enroll the
modules M04 and M06 (M04_1_N and M06_1_N have the missing value 5.1).
Six features thus represent the academic performance of a student in the first
semester.

To predict dropout or success at the end of the second semester, we used
all courses planned for the two first semesters in the study handbook, much
in the same way as described above. However, we remembered the history by
repeating the courses of the first semester. Table 3 shows the features that are
added to the features of the first semester to predict dropout at the end of the
second semester. The student enrolled again in M01 and passed it with the mark
1.7 (M01_2_N is 1.7). Because students cannot repeat modules that they have
passed, the values M02_2_N and M03_2_N are the values of M02_1_N and
M03_1_N in Table 2. This student enrolled in the 2nd-semester course M12
and passed with a mark of 1.7 but did not take the course M11 (M11_2_N is
5.1). When predicting dropout at the end of the 2nd semester, a student is thus
represented by 18 features: the six features showing marks of the 1st semester,
and 12 additional features showing marks (or missing values) he/she obtained
in the 2nd semester for courses of the 1st and 2nd semesters according to the
handbook.

To predict dropout or success at the end of the 3rd semester, we proceeded
similarly to the 2nd semester. As the handbook foresees six mandatory courses
in each of the first three semesters, the feature set to predict dropout or success
at the end of the 3rd semester has 36 features.

Training, Testing, and Hyperparameter Tuning. Some authors select for the test
set students who started the degree program most recently, reflecting the in-
tended use of the prediction: models built with passed students are used to
predict dropout for new students [27]. We could not use such an approach be-
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cause our dataset is too small. Therefore, we performed a classical 5-fold cross-
validation to train and test the models and report the mean results. While train-
ing the models, we performed again a (nested) five-cross validation for hyperpa-
rameter optimization using a grid search, following the same approach as [8].

Algorithms. We have used binary decision tree (DT) and logistic regression
(LR). The algorithm DT builds a tree from the training data. The root of the tree
contains the full training set. Then, features are selected recursively to divide the
data into two subsets that are more homogeneous for the class to be predicted.
To classify an element, a path is followed in the tree starting with the root till
a leaf is reached. At each node, the decision is made according to the value that
an element has for the given feature. The majority class of a leaf determines the
prediction. We have used Python and the scikitlearn2 library with the following
grid search parameters: the maximal depth of the tree (range: 4 to 12) and
the criterion to divide a node (’gini’, ’entropy’). Other parameters such as the
maximum number of leaf nodes and the complexity parameter (ccp_alpha) did
not improve the balanced accuracy.

The logistic regression calculates optimal coefficients to all features using the
training data; to classify an element, it performs a linear combination of the
values of the features for this element using the coefficients and then applies the
logistic function. We have used the solver (’liblinear’, ’saga’, ’newton-cg’, ’lbfgs’,
’sag’) and the penalty (’l1’, ’l2’) as our grid search parameters.

Data Balancing. We have not performed any data balancing using a popular
approach like SMOTE [11] because we have observed that, depending on how
the synthetic data is generated, different courses are chosen to split the data
with decision trees, see also [22] for a work that investigates how data balancing
approaches might affect models’ behavior. Instead, we have used the option
class_weight = ‘balanced’ offered in scikitlearn. Each instance is weighted by
the inverse proportion of the class frequency. Thus, the instances of the minority
class have a higher weight than the ones of the majority class.

Model Evaluation. We have used the following metrics:
Accuracy (ACC): proportion of correct predictions.
Recall (REC), also called true positive rate (TPR): proportion of students who
dropped out and are correctly predicted to drop out.
Specificity (SPE), also called true negative rate (TNR): proportion of students
who graduated and are correctly predicted to graduate.
Balanced Accuracy (BAC): mean of REC (TPR) and SPE (TNR). As already
mentioned, we considered this metric to be the most important as our data is
imbalanced and used it for hyperparameter optimization.

4 Results and Discussion

We present the results and discuss our research questions in turn.
2 https://scikit-learn.org
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Table 4. Performance in % of the decision trees (DT) and logistic regression (LR) at
the end of the 1st semester (S1), 2nd semester (S2), and third semester (S3) using the
data of universities T and B and the metrics balanced accuracy (BAC), recall (REC),
specificity (SPE), and accuracy (ACC). The values in bold are the highest for the
metric.

DT LR

S1 S2 S3 S1 S2 S3

T B T B T B T B T B T B

BAC 92.0 74.0 78.4 68.0 85.8 74.4 89.8 82.4 80.4 69.0 83.2 71.3

REC 91.0 98.0 96.8 92.5 77.8 88.8 90.8 89.8 80.8 87.9 80.6 82.6

SPE 93.4 50.0 60.0 43.7. 93.0 60.0 88.9 75.0 80.0 50.0 85.7 60.0

ACC 91.4 94.0 90.8 87.0 82.6 83.6 90.6 88.7 80.6 83.8 82.2 78.6

RQ1: What is the performance of the classifiers ‘decision tree’ and ‘logistic re-
gression’ when predicting whether students are at risk of dropping out of the
online degree? Which courses are important for the prediction? Table 4 presents
the results of the prediction after the 1st semester (S1), 2nd semester (S2), and
the 3rd semester (S3). In this part, we consider the prediction done with the sep-
arate data sets from the two universities, columns T and B. Looking at column
DT, then S1, and the metric recall (REC), for example, we see that the algo-
rithm DT can find 91.0% of the students who dropped out in University T and
98.0% in University B. We observe that the values for specificity (SPE) vary the
most across columns. This could be due to the small number of students with the
status “graduate” in the data. We also notice that the values of the metrics tend
slightly to be higher in University T than in University B. This could be due to
the bigger dataset of University T. Finally, none of the two algorithms clearly
wins. Note, however, that DT gives better results than LR for S1 at University
T. We have compared these values to the values obtained in other works that
used local features. The recall values tend to be comparable to the values ob-
tained by Wagner et al. in three face-to-face study programs using five different
algorithms while the balanced accuracy values tend to be slightly lower [27]. We
have also compared the values of Table 4 with the values obtained by Manrique
et al. in two face-to-face study programs using four different algorithms [17]. The
recall and accuracy values tend to be comparable to those of [17].

Like the results of Wagner et al. [27] but contrary to the results of Berens et
al. [4] and Manrique et al. [17], the results are not better when the prediction
is made for a higher semester. For example, balanced accuracy using LR drops
from 89.8% at T in semester 1 to 83.2% in semester 3 and at B from 82.4% to
71.3%. This could be because the datasets get smaller, see Table 1.

Discussing the features and courses impacting the results. We pro-
pose to establish a list of courses that impact the most prediction separately for
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Table 5. The seven most important features for decision tree DT and logistic regression
LR for each of the semesters S1, S2, and S3 in University T.

DT-S1 LR-S1 DT-S2 LR-S2 DT-S3 LR-S3

M04_1_N M01_1_N M02_2_N M02_2_N M02_3_N M16_3_N
M01_1_N M05_1_N M08_2_N M07_2_N M09_2_N M06_3_N
M03_1_N M07_2_N M09_2_N M09_3_N M12_2_N
M05_1_N M11_2_N M02_1_N M11_2_N M12_3_N
M02_1_N M04_2_N M01_1_N M05_1_N M10_3_N
M01_1_N M09_2_N M06_2_N M10_3_N M02_2_N

M07_2_N M01_2_N

each university because merging the two datasets did not produce systematically
better results as we will see below. Because there is no clear winner as written
above, we use the results of both algorithms to establish such a list. For each
model, we list the features in order of importance for the prediction. For the
decision trees, the importance is given by the number of elements in the node.
Presently, we consider nodes that contain at least 10% of the dataset. This limit
should be discussed with our stakeholders. For the logistic regression, the order
is given by the absolute value of the coefficients. We consider features with a
coefficient bigger than 0.4 in absolute value; as above, this threshold has to be
discussed with our stakeholders. For each model, we select the seven most im-
portant features in case the model uses more than seven important features. The
number 7 has been chosen to not overload the overview with too many features.
Table 5 shows the list of the most important features for each model built to
predict dropout at University T. The modules M01, M02, . . . till M06 are sched-
uled in the 1st semester in the study handbook, the modules M07, M08, . . . till
M12 in the 2nd semester, and the modules M13 till M18 in the 3rd semester.
One notices features concerning enrollment or marks that students have in their
second semester for courses scheduled in the 1st semester, for example, the fea-
tures M02_2_N, and M06_2_N in column LR-S2. This reflects the fact that
many students study part-time. Notice that a feature can appear several times
in a decision tree, like M01_1_N in column DT-S1.

The classifiers use the history of the students, see for example features M02_1_N
and M01_1_N in column LR-S2. One notices that most of the important fea-
tures in semester 3, S3, concern courses scheduled in the first or second semester.

From Table 5 we extract the courses linked to the features and count for each
course how many features are linked to it. For example, course M02 is linked
to the six features: M02_1_N, M02_2_N, M02_2_N, M02_1_N, M02_3_N,
and M02_2_N. As a summary, we propose to return to stakeholders the courses
whose linked features are mentioned at least three times in the six models as
the list of the courses that impact the prediction the most. For University T,
this list contains four courses: M02 “Principles of Programming 1“ (6 linked
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Fig. 1. A part of the decision tree associated with the prediction for semester 3 at
University T. Nodes with important courses are underlined.

Fig. 2. The coefficients of the logistic regression model associated with the prediction
for semester 1 at University T. Coefficients associated with important courses are
underlined.

features), M01 “Introduction to Computer Science” (4), M09 “Human-Computer
Interaction” (4), M05 “Media Design (3).

However, a preliminary discussion with stakeholders has shown that such a
list with no context is not very helpful. We propose associating the three decision
trees to the list, highlighting the parts containing the impactful courses, and also
the coefficients of the features, highlighting those linked to the courses of the list.
As an example, Figure 1 shows a part of the tree associated with the column
DT -> S3 -> T of Table 4, the decision tree predicting dropout at the end of
semester 3, and Figure 2 shows the coefficients for the column LR -> S1 -> T,
the coefficients of the linear regression predicting dropout at the end of semester
1.

The negative coefficients in Figure 2 show that a big value of these features,
in our case this means a bad mark, or fail or no mark, contributes to the pre-
diction dropout. The other courses shown in Figure 2 are M03 “Communication,
Leadership and Self-Management”, M04 “Principles of Mathematics”, and M06
“Computer Architecture and Operating Systems”.

RQ2: Does predicting dropout for each university separately give a better perfor-
mance than merging the two academic datasets? Table 6 repeats the results of
Table 4 and adds the results of the prediction with logistic regression when the
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Table 6. Average Performance in % of the logistic regression at the end of the 1st (S1),
2nd (S2), and 3rd semester (S3) using the data of universities T and B and merging
both (T+B).

S1 S2 S3

T B T+B T B T+B T B T+B
BACC 89.8 82.4 69.1 80.4 69.0 79.2 83.2 71.3 84.0
REC 90.8 89.8 85.0 80.8 87.9 87.8 80.6 82.6 93.0
SPEC 88.9 75.0 53.3 80.0 50.0 70.6 85.7 60.0 75.0
ACC 90.6 88.7 81.8 80.6 83.8 84.8 82.2 78.6 89.0

two datasets are merged, see column T+B. One does not notice an overall im-
provement in the results, except partly in semester 3. Similar results have been
obtained with decision trees. The results suggest that predicting ‘dropout’ for
each university separately gives a better performance than predicting dropout
with a merged dataset. It is interesting to note a parallel with the work of Wag-
ner et al. [27]. The authors have used global features to predict dropout, which
allows for merging data from different study programs. The model trained with
a dataset after merging the data from the three study programs did not perform
equally well when tested on data from the individual study program.

5 Conclusion, Limitations, and Future Work

In this work, we have used two interpretable algorithms, decision tree, and lo-
gistic regression, to predict whether students will drop out of their studies in an
online study program offered by two universities. We make the prediction at the
end of the 1st, 2nd, and 3rd semesters of study. The results of the first research
question concerning the prediction are overall comparable to the results that
others have obtained in face-to-face study programs. We observe that overall,
none of the two algorithms give better results than the other. We propose to rank
the features of all models by order of importance and extract from these ranked
lists of features a list of courses that impact the predictions the most. This list
is to be communicated to stakeholders. Further, we propose to supplement it
with decision trees highlighting the relevant courses as well as the values of the
coefficient of the features linked to the courses in the list. We hypothesize that
this contextual information will help stakeholders to make sense of the results.

Our results also show that merging the data in one single dataset does not give
better results than predicting dropout separately for each university, addressing
our second research question.

Our work has several limitations. One limitation is that we have not checked
whether the models work equally well for female and male students and thus are
fair concerning gender. We have considered all students stored in the information
system. However, in Germany, there are so-called “Scheinstudierenden”, students
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who do not have the intention of graduating when they register for university,
see [21]. The presence of such students in our dataset could affect the results.
Data exploration so far has not given reliable indicators to detect and exclude
them. Finally, our research has used only two interpretable algorithms to predict
students at risk of dropping out.

We have presented our findings and our approach to pinpoint important
courses impacting the prediction the most to eight heads of programs and teach-
ers of five different universities of the network. The stakeholders found the results
understandable, and their feedback was positive. They saw the potential to help
pay attention to critical courses as well as to shape their onboarding event at the
start of the first semester differently; one suggested that students should be bet-
ter aware of critical courses as they begin to study. Further research is needed.
It should be investigated whether and to which extent the decision trees and the
coefficients should be supplemented with explanations in natural language.

We plan to use other algorithms, in particular, XGBoost known to give good
results in many situations, also with imbalanced datasets, see [10]. A challenge is
to generate explanations. Although there are methods to explain the predictions
of black-box models such as XGBoost [7,19], the work of Swamy et al. shows that
these methods should be chosen with care [23]: comparing several approaches has
revealed that the selected approach has a far greater impact on the features used
to explain the prediction than the underlying data.
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